
 We use the iterative optimization method of [1]. 
 𝒛𝒛𝑖𝑖𝑖𝑖: auxiliary variable corresponding to 𝒚𝒚𝑖𝑖𝑖𝑖
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 In [1], the above two optimization steps are repeated while 
increasing the value of 𝛽𝛽 in each iteration.

 𝑿𝑿: noisy input image, 𝒀𝒀: output image
 𝜎𝜎2: noise variance, 𝑮𝑮: Mean subtraction matrix
 𝒙𝒙𝑖𝑖𝑖𝑖, 𝒚𝒚𝑖𝑖𝑖𝑖: column vectors representing 𝑑𝑑 × 𝑑𝑑 patches centered on pixel 

𝑖𝑖, 𝑗𝑗 in images 𝑿𝑿 and 𝒀𝒀, respectively.
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 𝜮𝜮𝑖𝑖𝑖𝑖 𝒙𝒙𝑖𝑖𝑖𝑖 : data-dependent parameters of the pairwise potential function

 Existing discriminative denoising methods such as multilayer 
perceptrons (MLP) train a separate model for each individual              
noise level.

 They do not model the input noise variance.
 Having a separate model/network for each noise level is not practical.

 We designed a deep network that
 explicitly models the input noise variance
 can handle a range of noise levels
 is end-to-end trainable using standard gradient-based techniques.

Deep Gaussian Conditional Random Field Network: A Model-based 
Deep Network for Discriminative Denoising

A Gaussian CRF model-based end-to-end trainable deep network architecture that explicitly models the input noise variance.Main contribution:

Gaussian CRF Model
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Quadratic unary potential

 The proposed deep network consists of two components:
Parameter generation network (PgNet): Takes the image 𝑿𝑿 as input and generates the 
pairwise potential function parameters 𝜮𝜮𝑖𝑖𝑖𝑖 𝒙𝒙𝑖𝑖𝑖𝑖 .

Quadratic layer:  𝒔𝒔𝑖𝑖𝑖𝑖𝑘𝑘 = −1
2
�̅�𝑥𝑖𝑖𝑖𝑖𝑇𝑇 𝑾𝑾𝑘𝑘 + 𝜎𝜎2𝑰𝑰 −1�𝒙𝒙𝑖𝑖𝑖𝑖

Inference network (InfNet): Performs Gaussian CRF inference using the parameters 𝜮𝜮𝑖𝑖𝑖𝑖.

Gaussian CRF NetworkGaussian CRF Inference
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(Image formation (IF) step)
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Experimental Results Average PSNR values for 68 images from BSD300 dataset under the unquantized setting 

Average PSNR values for 68 images from BSD300 dataset under the quantized setting 
Sensitivity analysis

Comparison of MLP [2] and the proposed 
approach using a test set of 300 quantized images 
(100 from BSD300 and 200 from PASCAL VOC 
2012) . The noise levels for which MLP was 
trained are shown using a circular marker.
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Patch extraction layer

SoftmaxScores
𝒔𝒔𝑖𝑖𝑖𝑖𝑘𝑘

 400 training images (200 from BSD300 and 200 from PASCAL VOC 2012)
 8 × 8 image patches, 6 inference steps, 200 Ψ𝑘𝑘 matrices, L-BFGS for training
 Trained two networks, one for low noise levels (𝜎𝜎 ≤ 25) and one for high noise levels 𝜎𝜎 ≥ 25
 Used 𝜎𝜎 = [8, 13, 18, 25] to train low noise network and 𝜎𝜎 = [30, 35, 40, 50] to train high noise network

Noise standard  deviation 𝝈𝝈 = 𝟐𝟐𝟐𝟐 Noise standard deviation 𝝈𝝈 = 𝟐𝟐𝟎𝟎

Quadratic pairwise potential
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